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Abstract:  

In Artificial Intelligence, there is an increasing demand for adaptive models capable of 

dealing with a diverse spectrum of learning tasks, surpassing the limitations of systems 

devised to cope with a single task. The recent emergence of General-Purpose Artificial 

Intelligence Systems (GPAIS) poses model configuration and adaptability challenges at 

far greater complexity scales than the optimal design of traditional Machine Learning 

models. Evolutionary Computation – and in general, bio-inspired optimization – has been 

a useful tool for both the design and optimization of Machine Learning models, endowing 

them with the capability to configure and/or adapt themselves to the task under 

consideration. Therefore, their application to GPAIS is a natural choice. 
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In this tutorial, we will first provide a discussion around the definition of GPAIS, 

articulating a definition that allows for a gradual differentiation among types of GPAIS 

according to their properties and limitations.  We will present a taxonomy of approaches 

to realize GPAIS, describing research trends such as the use of AI techniques to improve 

another AI (commonly referred to as AI-powered AI) or (single) foundation models. We 

will then analyze the important role of Evolutionary Computation in the design of GPAIS 

under the AI-powered AI paradigm. We will examine various case studies in which 

Evolutionary Algorithms can either help design these systems or enhance them towards 

improving their performance in close-world or open-world scenarios. We also present 

different strategies followed to this end, discussing on tangential areas, recent 

contributions, identifying research niches, and outlining potential research directions. 

 

This emerging field holds the promise of revolutionizing AI, unfolding a new and exciting 

landscape of new research directions and practical applications leveraging the synergy 

between Evolutionary Computation and GPAIS. Towards the end of the tutorial and with 

the goal of providing a holistic view of GPAIS, we discuss the current state of GPAIS, its 

prospects, implications for our society, and the need for regulation and governance of 

GPAIS to ensure their responsible and trustworthy development. 

 

Table of contents: 
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• Prospects and implications of the need for regulation and governance of GPAIS 
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Intended audience and expected enrollment: 

Expected Length: 2 hours 

Level: Introductory 

This 2-hour introductory tutorial is aimed at all those researchers involved in the 

development of data science solutions based on computational intelligence, with an 

emphasis on evolutionary computation. The audience will also be able to understand the 

impact of the use of such kind of approaches in the most advanced AI systems. 
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