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1 A Brief Introduction of the Topic

Algorithm design plays a pivotal role in computational optimization and decision-making. Tradition-
ally, this process has been characterized by intensive trial-and-error methodologies, heavily reliant on
deep domain expertise. The emergence and rapid advancement of Large Language Models (LLMs) over
the past three years have revolutionized numerous fields, including algorithm design. The integration
of LLMs into the algorithm design process, referred to as LLM for Algorithm Design (LLM4AD), has
shown promising results in enhancing and automating complex algorithm design tasks [1-11].

Among existing LLM4AD works, Evolutionary Computation (EC) has gained much attention. This
exploration has been carried out on two sides: 1) the use of LLMs to design EC algorithms [6,8,9,10],
and 2) the application of LLMs within an EC framework to develop algorithms [1,2,3,4,5,11].

This tutorial is designed to offer an introduction to the fundamentals, developments, and practical
applications of LLM4AD, particularly emphasizing its applications with/for EC. Attendees will gain
insights into how LLMs can be leveraged to streamline and enhance the algorithm design process across
various domains.

2 An Outline of the Tutorial

The tutorial will be structured into three main sections, each designed to build upon the previous,
ensuring a cohesive learning experience:

e Introduction to LLM-based Algorithm Design (60 mins)

— Introduction to the capabilities and functionalities of LLMs in algorithm design.
— Single-objective evolutionary optimization with LLMs for algorithm design.
— Multi-objective evolutionary optimization with LLMs for algorithm design.

e Applications and Case Studies (30 mins)

— Design of single- and multi-objective continuous optimization algorithms using LLMs.

— Design of combinatorial optimization algorithms using LLMs, focusing on real-world applica-
tions such as routing and scheduling.

— Design of reinforcement learning agents via LLMs, demonstrating adaptive strategies in dy-
namic environments.

e Code Demonstrations and Hands-on Sessions (30 mins)

— An introduction to LLM4AD, a Python-based algorithm design platform using LLMs.

— Code demonstrations hosted on Google Colab, providing participants with practical experience
in implementing LLM4AD solutions.

— Step-by-step guidance on applying LLM4AD to the discussed application cases, enabling at-
tendees to explore the potential of LLMs in real time.

3 Expected Length of the Tutorial

Two hours

4 Level of the Tutorial

Introductory
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