Tutorial Proposal for IEEE CEC 2025
Tutorial Title: Evolutionary Computation for Dynamic Optimization Problems
Short introduction to the topic:
Many real-world optimization problems are subject to dynamic environments, where changes may occur over time regarding optimization objectives, decision variables, and/or constraint conditions. Such dynamic optimization problems (DOPs) are challenging problems due to their nature of difficulty. Yet, they are important problems that researchers and practitioners in decision-making in many domains need to face and solve. Evolutionary computation (EC) encapsulates a class of stochastic optimization methods that mimic principles from natural evolution to solve optimization and search problems. EC methods are good tools to address DOPs due to their inspiration from natural and biological evolution, which has always been subject to changing environments. EC for DOPs has attracted a lot of research effort during the last two decades with some promising results. However, this research area is still quite young and far away from well-understood. This tutorial provides an introduction to the research area of EC for DOPs and carry out an in-depth description of the state-of-the-art of research in the field. The purpose is to (i) provide detailed description and classification of DOP benchmark problems and performance measures; (ii) review current EC approaches and provide detailed explanations on how they work for DOPs; (iii) present current applications in the area of EC for DOPs; (iv) analyse current gaps and challenges in EC for DOPs; and (v) point out future research directions in EC for DOPs. 

Outline of the tutorial: 

EC for DOPs has attracted a lot of research effort during the last two decades with some promising results. A number of events, e.g., authored or edited books, journal special issues, conference special sessions, symposiums, and competitions, have been and are being organized in the domains relevant to EC for DOPs. However, this research area is still quite young and far away from well-understood. This tutorial aims to summarise the research area of EC for DOPs and attract potential young researchers into the important research area. It will carry out an in-depth description of the state-of-the-art of research in the research area of EC for DOPs regarding five aspects: benchmark problems and generators, performance measures, algorithmic approaches, theoretical studies, and applications. Some future research issues and directions regarding EC for DOPs will also be presented. The purpose of the tutorial is to 

1. Provide detailed description and classification of DOP benchmark problems and performance measures; 

2. Review current EC approaches and provide detailed explanations on how they work for DOPs; 

3. Present current applications in the area of EC for DOPs; 

4. Analyse current gaps and challenges in EC for DOPs;

5. Point out future research directions in EC for DOPs.

The tutorial will mainly consist of presentation with slides. A few demos are also planned to illustrate several DOP benchmark problems/generators and show the solving process of several EC methods on some DOP benchmark problems during the tutorial. 

Expected length of the tutorial: two hours
Level of the tutorial: introductory. 

In fact, the tutorial is "intermediate" and the audience is expected to have some knowledge of EC. This tutorial is expected to attract people with different backgrounds, including academic researchers, PhD students, and practitioners, from the EC and Operations Research (OR) communities since many real-world optimization problems are DOPs. The expected attendance number is over 100. 

Presenters:

Prof. Shengxiang Yang, De Montfort University, UK. Website: http://www.tech.dmu.ac.uk/~syang/

Prof. Changhe Li, Anhui University of Science & Technology, China. Website: 

http://changhe160.github.io/index.html
Bios of presenters:
Shengxiang Yang got his PhD degree in 1999 from Northeastern University, China. He is now a Professor of Computational Intelligence (CI), Director of the Centre for Computational Intelligence, and Deputy Director of the Institute of Artificial Intelligence, De Montfort University, UK. He has worked extensively for 20 years in the areas of CI methods, including EC and artificial neural networks, and their applications for real-world problems. He has over 470 publications with a H-index of 76 and over 22,000 citations (Google Scholar). His work has been supported by UK research councils, EU FP7 and Horizon 2020, Chinese Ministry of Education, and industry partners, with a total funding of over £2M, of which two UK EPSRC standard research projects have been focused on EC for DOPs. He is now a Vice President of Asia Computational Intelligence Society (ACIS) and has served as an Associate Editor or Editorial Board Member of over ten international journals, including IEEE Transactions on Evolutionary Computation, IEEE Transactions on Cybernetics, Information Sciences, Enterprise Information Systems, and Soft Computing, etc. He was the founding chair of the Task Force on Intelligent Network Systems (TF-INS, 2012-2017) and the chair of the Task Force on EC in Dynamic and Uncertain Environments (ECiDUEs, 2011-2017) of the IEEE CI Society (CIS). He has organised/chaired over 70 workshops and special sessions relevant to ECiDUEs for several major international conferences. He was the founding co-chair of the IEEE Symposium on CI in Dynamic and Uncertain Environments. He has co-authored/co-edited three books, and co-edited over 10 proceedings and journal special issues. He has given over 30 invited keynote speeches or tutorials at international conferences and workshops.

Changhe Li received the B.Sc. and M.Sc. degrees in computer science from China University of Geosciences, Wuhan, China in 2005 and 2008, respectively, and the Ph.D. degree in computer science from the University of Leicester, U.K. in July 2011. He is currently a professor and the dean of the School of Artificial Intelligence, Anhui University of Science & Technology, China. He has hosted over 10 projects funded by the National Natural Science Foundation of China, Hubei Provincial Department of Education, and Industry partners. He was the recipient of Hubei Natural Science Fund for Distinguished Young Scholars and CHUTIAN Scholar. His research interests are evolutionary computation and machine learning. Prof. Li has over 100 publications and over 6,000 Google Scholar citations in the field of computational intelligence. He is the vice chair of the IEEE Task Force on Evolutionary Computation in Dynamic and Uncertain Environments (ECiDUE) of IEEE Evolutionary Computation Technical Committee and an associate editor of Swarm and Evolutionary Computation.
